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Abstract. It is proved under and exact estimates of complexity of algorithms for
the multi-peg Tower of Hanoi problem with the limited number of discs.

1. Introduction

In 1884 famous French mathematician Edouard Lucas formulated and solved
a mathematical problem "The Tower of Hanoi" [1]. To solve the problem
E. Lucas proposes a recurrence algorithm. The complexity of this algorithm
was described with the help of the formula

Hy(n) =2" — 1, (1)

where H3(n) is the minimum number of moves needed to solve the puzzle with
n discs for three pegs.

Later different generalizations of the classical Tower of Hanoi problem were
published, one of which is "The multi-peg Tower of Hanoi". The multi-peg
Tower of Hanoi problem consists k > 3 pegs (B, Bo, ..., Bi) mounted on a
board together with n discs of different sizes (1,2,...,n). Initially these discs
are placed on one peg (B1) in order of size, with the largest (n-disc) on the
bottom. The rules of the problem allow discs to be moved one at a time from
one peg to another as long as a largest disc is never placed on top of a smaller
disc. The goal of the problem is to transfer all n discs to another peg (B3)
with the minimum number of moves, denoted Hy(n). The function Hy(n)
characterizes the complexity of the algorithm for the solution to the multi-peg
Tower of Hanoi problem. For an optimal solution to the k-peg version of the
classic Tower of Hanoi problem also is needed recurrence algorithms.
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Algorithms of moving discs from one of k pegs k > 3 to another peg with
the help of the more than one subsidiary pegs are used today in many com-
puter science textbooks to demonstrate how to write a recursive algorithm
or program. Also these algorithms are often proposed from programming on
different olympiads and competitions for informaticians. It is known the dif-
ficulty of proofs of the complexity of recursive algorithms for the multi-peg
Tower of Hanoi problem. Therefore this problem is interesting for mathemati-
cians.

The Bibliography of P.K.Stockmeyer, which is devoted to the Tower of
Hanoi problem maintains more than 200 relevant positions [2] However, an
optimal solution to the k-peg version of the classic Tower of Hanoi problem is
unknown for each k > 4.

In [3] algorithms with upper estimates of complexity for the k-peg Tower
of Hanoi problem were published (cases: kK = 4,k = 5 for any n > 2 and the
case: any k for k < n < W)

The main aim of this paper is presentation of algorithms with exact esti-
mates of complexity for the multi-peg Tower of Hanoi problem with the limited
number of discs. To prove the optimality of the algorithm Ax we must take out
the upper estimate (non-recursive) formula of the complixity for this algorithm
H(Ax, k,n) and to prove that any other algorithm does not allow to solve our
problem better (with smaller number of moves for the same parameters k,n).

It is obvious that for any Ax is evenly the inequality H(Ax, k,n) > Hg(n).

If we can estimate from below function Hy(n) with the help of the general
argumentations we get the under estimate H(Min,k,n), where
H(Min,k,n) < Hg(n).

The algorithm Ax allows to find the optimal solution of our problem if it is
proved that H(Ax,k,n) = H(Min,k,n). Then we have H(Ax,k,n) = Hi(n)
and Ax is the optimal algorithm.

2. An upper estimate of the function Hy(n)

For investigation of our problem is interesting a next algorithm for transport-
ing n discs from the first peg to By for the case of k > 3 pegs.
Algorithm Ag
Move k — 2 smallest discs from the first peg to the peg By.
Move k — 2 next discs from the first peg to the peg By_1.
Move discs from the By to the peg Bj_1.
Move k — 2 next discs from the B to the peg By.
. Move discs from the Bi_1 to the peg By.
At last (on step 2l — 1, where | =|n/(k — 2)[) we move rest largest discs
from the first peg to the peg Bs.

Uk W=
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2l. Move all discs from the By_1 (if [ is not an even number) or from the
By, (if 1 is an even number) to the peg Bs.

In accordance with the algorithm we transport the stack of £k — 2 largest
discs (from Bj to the peg Bs) only one time. The next stack of & — 2 largest
discs we transport twice (from Bj to By or By_1 and then from By or By 1
to the Bg). The next stack of k — 2 discs we transport four times. At last the
stack of k — 2 smallest discs we transport 2/=! times, where | =|n/(k — 2)[.

We sum our moves of stacks for all steps and obtain 2! — 1 moves of stacks.
For transporting of one stack with k — 2 discs is needed 2k — 5 moves. Only
for one stack (largest discs) less moves may be needed.

Then the explicit estimate of the comlexity of this algorithm is equal to

H(Ag, k,n) = (2% 20— 1)(2k — 5) (2)

Formula (2) for the case k& = 3 changes into formula (1). However for cases
k > 4 the solution to our problem by the algorithm Ag is not optimal. For
example in the case k = 7,n = 21 we have 279 moves with the help of formula
(2) and we have 71 moves with the help of our formula (6) from [3].

Then formula (2) is the upper estimate of the function Hy(n). The al-
gorithm Ay has one quality. This algorithm may be used for our problem
without restrictions for parameters k£ and n.

3. Domains for investigations

The Tower of Hanoi (in classic version) is a well known NP problem. Obviously
the problem multi-peg Tower of Hanoi is also NP problem.

Upper estimates of the complexity of all known algorithms are functions
exponential (sum of power of 2). In [4] seven algorithms for multi-peg Tower
of Hanoi problem were analysed. All of them have the equivalent complexity,
which is a function exponential. Upper estimates for functions Hy(n) and
Hs(n) from [3] are also exponential functions.

However for some interesting cases, described by correlation between pa-
rameters £ and n, we can propose easy algorithms for the multi-peg Tower
of Hanoi problem, where the calculating complexity is not an exponential
function.

Let’s consider next cases:

A)n < 011—17
015_1 <n<C}

Ci <n <Py,

B) C}
C)
D) City <n < Ciiy.
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4. Estimations of the function Hy(n) for the case A)

Theorem 1. If £ > 3 and n < Ckl;—lv then the exact estimation of the function
Hy(n) is equal to

Hy(n) =2n—1. (3)

Proof. Let’s infer the under estimate H(Min, k,n) of the function Hy(n) for
our case A).

In this case for transferring each disc (except for the largest n-disc) from
the first peg to the peg By in according with the rules of the problem Tower of
Hanoi two moves indepently of an algorithm of transferring are needed. The
largest n-disc may be transferred from the first peg to the peg By with one
move. We sum our moves in this case and obtain the estimation

H(Min,k,n)=2(n—1)+1=2n—-1

For getting the upper estimate of the function Hy(n) we use the next simple
algorithm of transferring of discs.
Algorithm A,

[1] Move n discs from the first peg to Be, Bs, ..., B, so that on the each
peg one disc is placed and the largest n-disc is placed on Bs.

[2] Move n — 1 discs from temporal pegs to the peg By, where one n-disc is
already placed.

We sum our moves and obtain
H(Ai,k,n)=n+n—-1=2n—-1.

Therefore, for the case A) we have H(Min,k,n) = H(A1,k,n) and our
algorithm A is the optimal algorithm. Then the exact estimate for the case
A) is equal to Hi(n) = 2n — 1.

5. Estimations of the function Hy(n) for the case B)

Theorem 2. If £ > 3 and C’,i_l <n< C’g, then the exact estimation of the
function Hy(n) is equal to

Hy(n) = 4n — 2k + 1. (4)

Proof. Let’s infer the under estimate H(Min, k,n) of the function Hy(n) for
our case B).
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In this case for transferring each of some smallest discs, which are marked
as ns, (except largest n; = k — 1 discs) from the first peg to the peg Bs in
according with rules of the problem Tower of Hanoi four moves independly of
an algorithm of transferring are needed (from By to By, from By to B;, from
B; to Bj,from Bj to By). All largest k — 1 discs may be transferred from the
first peg to the peg By no less than with 2k — 3 moves (with the help of (3)).

We sum our moves in this case and obtain the estimation

H(Min,k,n) =4(n— (k—1)) +2k —3=4n -2k + 1.

For getting the upper estimate of the function Hg(n) we use the next
algorithm [3] of transferring of discs.
Algorithm Aq

1. Move k — 1 smallest discs from the first peg to the peg By (2k — 3 moves)
by the algorithm Aj.

2. Move k — 2 next discs from the first peg to the peg Bi_1 (2k — 5 moves)
by the algorithm A;.

3. Move k — 3 next discs from the first peg to the peg Bi_o (2k — 7 moves)
by the algorithm A;.
At last on stage kK — 1 we move one n-disc from By to Bs.

k. Move two discs ( (n — 2)-disc and (n — 1)-disc) from Bs to Bs.
k + 1. Move three next discs from By to Bs.

At last on stage 2k — 3 we move rest smallest k — 1 discs from By, to By
by the algorithm A;.
We sum our moves and obtain [3]

H(Ag,k,n) =4n — 2k + 1.

Then
dn —2k+1 < Hi(n) <4n —2k + 1.

This yields our theorem.
6. Estimations of the function Hy(n) for the case C)

We will prove the next statement
Theorem 3. If £ > 3 and C’,% <n< C,Z’
function Hy(n) is equal to

1, then the exact estimation of the

Hi(n) = 8n — 2k* + 1. (5)
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Proof. Let’s infer the under estimate H(Min, k,n) of the function Hy(n) for
our case C).

In this case for transferring each of some smallest ng discs from the first
peg to the peg By in according with rules of the problem Tower of Hanoi 23
moves independly of an algorithm of transferring are needed. Obviously, the
number of such discs is equal to

k(k—1) 2n—Fk(k—1)

Ng=n—n;=mn— = .

2 2

All largest n; = C7? discs may be transferred from the first peg to the peg
Bs no less than with 4n; — 2k + 1 moves (with the help of Theorem 2).

Then for transferring all n discs in the case C) independently of used
algorithm H(Min, k,n) moves are needed, where H(Min, k,n) is equal to

20— k(k—1) | k(k—1)

H(Min, k =
( Zn? 7n) 8 2 2

—2%k+1=

=8n —4k® + 4k +2k*> — 2k — 2k +1 = 8n — 2k> + 1.

For getting the upper estimate of the function Hy(n) we use the next
algorithm.
Algorithm Aj

1. Move C? smallest discs from the first peg to the peg By by the algorithm
As.

2. Move C?_; next (greater according to the size) discs from the first peg to
the peg Bj_1 by the algorithm A,.

3. Move C?_, next (greater according to the size) discs from the first peg to
the peg Bj_s by the algorithm As.
At last on stage kK — 1 we move one n-disc from By to Bs.

k. Move all discs from pegs B3, By, ... , Bg to the peg By by the algorithm As.

In this case C) we can transfer the maximum number of discs n, which is
equal to
n=C3+Ci+ - +Ci+C;=Chr,,.

For getting the upper estimate of the function Hy(n) in the case C) we
use the following formula

H (A3, k,n) = Ha(n2) + 2(Hs(n3) + Hy(ng) + - - + Hy(ng)),

where n; is a number of discs placed on the peg B;, where i € {2,--- k} and
ng = 1,’1’L3 =3.
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We get with the help of formulas (1), (4)
H(As, k,n) = 142(7+(4ng—2%4+ 1)+ (dns —2%5+ 1)+ - -+ (4dng —2k+1)) =

:1+2(4(n4+n5+...+nk)_2(k+4)(k_3)

+kE—-347) =
=14+24(n—4) —k*+3k —4k+12+k+4) =1+2(4n —k*) = 8n — 2k* + 1.
Then Ajz is the optimal algorithm and in the case C) we have

8n — 2k%* +1 < Hy(n) < 8n — 2k* + 1.
Theorem 3 is proved.

7. Estimations of the function Hy(n) for the case D).

Theorem 4. If £ > 3 and Cl§+1 <n< C’;C1 then the exact estimation of

the function Hy(n) is equal to

+27

2% ((k + 1)(2k + 1) — 3)
3

Proof. Let’s infer the under estimate H(Min, k,n) of the function Hy(n) for
our case D).

It is impossible (by Theorem 3) to transfer a smallest disc (1-disc) from
B to By with 23 moves, if n > C’IZ’Jrl. In the case D) we have ng discs for
transferring of each 2* = 16 moves are needed.

Obviously, the number of such (smallest) discs (in case D)) is equal to

Hy,(n) = 16n —

+1. (6)

E+1)k(k—1
nS:n—C’gH:n—( * )6( )

All largest n; = C’,fH discs may be transferred from the first peg to the
peg By no less than with 8n; — 2k% + 1 moves (with the help of Theorem 3).
Then we have

H(Min,k,n) = 16(n —

k4 1)k(k—1
th+ )6( ))4—8Cf+1——2k2—%1::

(k+ 1)k(k — 1)

—2k% + 1.
3 +

= 16n —4

Then for the case D) we have

2k:+3_

H(Min,k,n) = 16n — 2(k* — 1) 1. (7)



94 Sergey Novikov

For getting the upper estimate of the function Hy(n) we use the next
algorithm.
Algorithm Ay

1. Move C}jﬂ smallest discs from the first peg to the peg By by the algorithm
As. In this order to transfer from the By to the peg By smallest C’,g discs,
to the peg B3 next szl discs, ... to the B one disc and later move all
discs from pegs By_1,Bi_s, ... ,By to the peg By by the algorithm As.

2. Move C next (greater according to the size) discs from the first peg to the
peg Bi_1 by the algorithm Ag.

3. Move C?_, next (greater according to the size) discs from the first peg to
the peg By_s by the algorithm As.

At last on stage kK — 1 we move one n-disc from By to Bs.

k. Move all discs from pegs Bs,By, ..., By to the peg By by the algorithm

As.

In this case D) we can transfer the maximum number of discs n , where
n=C5+Ci+ - +Cp+Ch,=Cpis

For getting the upper estimate of the function Hy(n) in the case D) we
use the following formula

H(A4,k,n) = H3(ns) + 2(Hy(na) + Hs(ns) + - + Hi(ng)),

where n; means a number of discs placed on the peg B;, where i € {3,--- | k}.
With the help of formulas (1), (5) and with the condition ng = 5 we obtain

H(Ayg,k,n) = 314-2((8ng — 2542 +1) 4 (8n5 — 2452 4+-1) +- - -+ (8ngp —2%k*+1)) =

k
=314+16(n—5)—4) *+2(k—3) =
=4

Uk +1)(2k + 1
16n 31— 80+ 56+ 2(k—3)— PEFDERFD

::wn+7+6%—3y—%“f+n@kjn):

::wn+7+%ﬂk+m@kgn—6%—3):

ZMn+7—6—%ﬂk+U§k+D‘3):
oy 2R DR ) —3)

3
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So we get

H(Ag k,n) =16n+1— 2k((k + 1)(§k +H-3) (8)

Now we will compare our under estimate (7) with our upper estimate (8).
We have

2k((k +1)(2k + 1) — 3)

H(A4,k,n) — HMin,k,n) =16n+ 1 — 3 — 16n+
2 2 2 D2k +1) —

E R N R R (s )(3k+ ) =3 5o
22k +3)(k* —1) — 2k((k+1)(2k +1) = 3) +6 _
— . —
 2(2k3 +3K* — 2k — 3) —2k(2k? + 3k —2) +6
— ; —
_2k(2k2+3k—2)—6—2k(2k2+3k—2)+6_0
— 2 = 0.

Therefore, for the case D) H(Min,k,n) = H(Aq4, k,n) and our algorithm Ay
is the optimal algorithm. Then the exact estimate for the case D) is equal to

2k ((k + 1)(2k + 1) — 3)
3

2k+3

Hy(n) = 16n — +1=16n—2(k* - 1) 1.
Theorem 4 is proved.
8. Conclusions

Our method for getting of under estimates of the function Hy(n) may be
generalized for any cases, where k > 3 and

Ciit s <n<Chiy s
The parameter ¢ may be defined always with the help of the Pascal’s

triangle for concrete values n and k.
We use from 5] the formula

n
trign+1) = trig_1(i),
i=1

where trig(j) is a "d-triangle" number.
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It is known tri;(j) = C} = j natural numbers, tris(j) = Cf =1+2+
-+ +4(j—1) triangular numbers, tris(j) = C;’ tetrahedral (pyramidal) numbers,
which are the sum of consecutive triangular numbers.

We can write this formula as

n
d _ § : d—1
Cn+1 - Cz :

=1

Then our under estimate for the function Hy(n) is equal to

t—1
H(Min,k,n) =2"(n - Ci}_3) + Y 2°Cli_a s (9)
=0

Formula (9) allows to obtain values H(Min,k,n) for any n and k. In
particular H(Min,4,64) = 18433, H(Min,5,64) = 1535, H(Min,6,64) =
673, which coincide with corresponding values from [3]. Howevere this fact
does not prove that our formula (9) is the exact estimate of the function
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